DESAISONNALISER UNE SERIE TEMPORELLE

7 - Problémes d’estimation du modele Reg-ARIMA

ALAIN QUARTIER-LA-TENTE



Questions de positionnement

Quelles sont les hypotheses sur les résidus du modele regARIMA et sont-elles
importantes ?

Avoir plus de données permet-il d’améliorer I'estimation du modéle
regARIMA ?

Quelle est la longueur optimale pour |'estimation d'un modele ?

7 - Probléemes d’estimation du modéle Reg-ARIMA 1/18




Problémes liés a la qualité des résidus

Sommaire
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1.2 Exemple sur une série de I'lPI
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Problémes liés a la qualité des résidus Les hypothéses sur les résidus du modéle regARIMA

Les hypotheses sur les résidus

Les estimations du modéle regARIMA sont consistantes (convergent et sans
biais) et efficaces (de variance minimale), si les résidus &, sont :

o décorrélés : Vt # t' . Cov (e, ep , =)0 (autocorrélés sinon)

* homoscédastiques : Vt,t' : V[e;] = V[ew] (hétéroscédastiques sinon)

e distribuées selon une loi normale
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Problémes liés a la qualité des résidus Les hypothéses sur les résidus du modéle regARIMA

Conséquences des problemes sur les résidus

Estimation de la va-
Probléme sur les | Estimation des | riance des coeffi- . s
L _ R Tests invalidés
résidus coefficients cients (pour tests de
significativité)
— Student
P biaisée (géné- .y — Hétéroscédasticité
Autocorrélation (& biaisée L
ralement) — Normalité
— Qualité des prévisions
— Student
Heteroscédasticité | non biaisée biaisée — Normalité
— Qualité des prévisions
" e L — Student
Normalité non biaisée non biaisée . (.
— Qualité des prévisions
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Problémes liés a la qualité des résidus Les hypothéses sur les résidus du modele regARIMA

Sources des problemes de spécification des résidus

L'autocorrélation des résidus peut provenir :

e d'erreurs de mesure : si les données sont interpolées toujours a la méme
date, un biais systématique peut étre observé

e probléme de variable omise : il manque une variable explicative importante

e mauvaise spécification : par exemple dans le cas d'une équation non
linéaire mais polynomiale

o effet de I'habitude : biais systématique du fait de I'optimisme

e d'un lissage artificiel des données trimestrielles sur données annuelles

© L'autocorrélation peut souvent étre corrigé en augmentant I'ordre AR mais
elle peut aussi provenir de la présence de certains points atypiques (LS, SO)

© Les points atypiques affectent I'hétéroscédasticité (AO, TC) et la
non-normalité
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Problémes liés a la qualité des résidus Exemple sur une série de I'lPI

Un modele ARIMA(0,1,1)(0,0,0) est-il plausible ?

IPI branche 0811 (série brute)
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Problémes liés a la qualité des résidus Exemple sur une série de I'lPI

Que peut-on dire sur les régresseurs JO ?

Arima model
[£0,1,13900,0,00]

Coefficients T-Stat PIIT|~1]
Theta(1) 05417 2740 0,0000
Reqgression model
ser-defined calendar varisbles
Coefficients T-Stat PIIT|~1]
REG1_ACT 0,0052 0,34 07331
REG1_AC2 0,0224 1,48 0,1387
REG1_AC3 0,0237 1,58 01159
REGT_ACH 0,0200 125 02113
REG1_ACS 0,0122 0,80 0,4249
REG1_ACE 0,0225 137 0,1704
REG_LPY 0,0473 076 04465
Joint F-Test= 2,70 (0,0098)
Prespecified outliers
: Coefficients T-Stat PLIT| = 1]
B0 [2-2012) 02728 R 00573
T (12-2008) -03778 <333 0,0Ma
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Exemple (3/4)

Avec un modele bien spécifié :

Arima model
[t2,2,101,1,17]

Coefficients T-Stat P[T| 51
Ph(1) 05820 998 0,0000
Fhi(2) 02396 429 0,0000

Theta(1) -1,0000 51,88 0,0000
BFi(1) 0,238 385 0,000
BTheta(1) 0,857 2871 0,0000

Correlation of the estimates

PRl PhiZ) Theta(l) BPhiCl)  ETheta(1)
Phi(t) 10000 04630 081 DAOFE 01143
Pi(Z) 04530 10000 00385 01195 00481

Thets(1) -DM&1 00365 10000 00275 00,3949
BPhi(t) 04076 01195 00275 10000 -0,0021
BTheta() 0,148 00481 03349 -00821 1,0000

Regression model
j=er-defined calendar variables

Coefficients T-Stat PIT|=1]
REG1_AC1 00182 322 0,0014
REG1_AC2 0021 376 0,0002
REGH_AC3 00246 428 0,0000
REG1_AC4 00316 512 0,0000
REG1_ACS 00108 188 0,0554
REG1_ACE 00177 204 0,0035
REG1_LPY 0,0450 195 0,0523
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Problémes liés a la qualité des résidus Exemple sur une série de I'lPI

Quel impact sur ma série désaisonnalisée ?

IPI branche 0811 (séries CVS)
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1007 ARIMA@.2,1)(1,1,1)

— ARIMA(0,1,1)(0,0,0)
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Modele regARIMA et séries longues

Sommaire

2. Modele regARIMA et séries longues
2.1 Hypotheése de stabilité des coefficients

2.2 Exemples
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Hypothése de stabilité du modele regARIMA

Le modeéle regARIMA est un modele de régression linéaire. Il suppose :
e que les coefficients sont stables dans le temps
e que la structure des résidus (modéle ARIMA) est constante dans le temps

A Est-ce plausible ? Quelle est la durée nécessaire pour avoir une estimation
stable 7

© Etudions les estimations des régresseurs JO et la stabilité de la décision
de CJO
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Modéle regARIMA et séries longues Exemples

Ici estimation du leap year relativement stable. . .

Estimation du régresseur leap year (FR-G452), date de début fixée

0,07
0,06
0,05
0,044
0,03 oo teranen
0,02
0,014
0,00 1R L
0014
0,024

Estimation du coefficient

2003 2004 2005 2006 2007 2008 2009 2010 201 2012 2013 2014 2015 2016 201
Date de fin d'estimation

Estimation roulante sur 10 ans du régresseur leap year (FR-G452)

0,06
0,054

0,044

0,037 %
0,024

0,019

Estimation du coefficient

-0,014

2008 2009 2010 2011 2012 2013 2014 2015 2016 201
Date de fin d'estimation

7 - Problemes d’estimation du modéle Reg-ARIMA 12 /18




Modeéle regARIMA et séries longues Exemples

. Mais pas le régresseur mercredi

Estimation du coefficient

Estimation du coefficient

Estimation du régresseur mercredi (FR-G452), date de début fixée
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Modeéle regARIMA et séries longues Exemples

Estimations du LY pas toujours stable

Estimations du LY toujours non significatives avec estimations roulantes

Estimation du régresseur leap year (RO-G467), date de début fixée

Estimation du coefficient

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 201
Date de fin d'estimation

Estimation du régresseur leap year (BG-472), date de début fixée

Estimation du coefficient
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Modeéle regARIMA et séries longues Exemples

Cas compliqué (1/2) : EL G473
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Modeéle regARIMA et séries longues Exemples

Cas

compliqué (2/2) : estimations roulantes

Lundi

Mardi

2009

2011 2012 2013 2014 2015 2016 201 2000 2010

Mercredi

2011

2012 2013 2014 2015 2016 2017

Jeudi

0,034

2011 2012 2013 2014 2015 2016 201 2000 2010

Vendredi

2011

2012 2013 2014 2015 2016 2017

Samedi

003

0,034

201 2012 2013 2014 2015 2016 201 2000 2010

Leap year

2011

2012 2013 2014 2015 2016 2017

Paques (8 jours)

2011 2012 2013 2014 2015 2016 201 2000 2010
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Conclusion

Sommaire

3. Conclusion

3.1 Bibliographie
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Conclusion

Les essentiels

e une bonne spécification des résidus est importante pour interpréter le
modele regARIMA

e résidus autocorrélés — hétéroscédasticité = non normalité

e attention aux séries longues : I'hypothése de stabilité du modéle est
généralement fausse pour les séries de plus de 20 ans

e attention aux séries courtes : les estimations sont généralement moins
précisent (plus grande variance des estimateurs) et peuvent étre
fortement révisées
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