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Objectifs de cette séquence

Objectifs : définitions et propriétés des moyennes mobiles (MM) de X11.
Aprés cette séquence, vous saurez :

e Les propriétés des MM
e |dentifier les moyennes mobiles utilisées par X11
e Choisir d'autres MM que ceux par défaut

8 - Les Moyennes Mobiles et la qualité de la décomposition 1/34




Questions de positionnement

Que signifie une moyenne mobile centrée et symétrique ?

Quelles sont les principales propriétés des moyennes mobiles ?

Quel type de probléeme affecte le traitement de la fin de série ?

Que représente le gain et le déphasage d'une moyenne mobile 7

Quels indicateurs utilisés pour évaluer la qualité de la décomposition 7
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Introduction aux moyennes mobiles

Sommaire

1. Introduction aux moyennes mobiles
1.1 Définitions

1.2 Gain et déphasage

1.3 Construction et propriétés

1.4 Fin de période

1.5 Filtre final X11
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Introduction aux moyennes mobiles Définitions

Les moyennes mobiles (1/2)

Moyenne mobile d'ordre p + f + 1 de coefficients (6;), I'opérateur M défini
par :

f
MX; = Z oiXt—H

i=—p

Valeur en t remplacée par une moyenne pondérée de p valeurs passées, de la
valeur courante et de f valeurs futures.

Moyenne mobile simple (tous les coeffs égaux) d'ordre 3 :

1
MX; = §(Xt—2 + Xe1 + Xt)

Sous @ : rjd3filters::simple_ma(3).
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Introduction aux moyennes mobiles Définitions

Les moyennes mobiles (2/2)

Si p = f, la moyenne mobile est dite centrée
Si, de plus 0_; = 0;, elle est dite symétrique
Remarque : une moyenne d'ordre pair ne peut étre centrée et symétrique.

Construire une moyenne centrée et symétrique en combinant 2 moyennes

d'ordre pair.
Mi X = %(Xt—Q + Xeo1 4+ Xe + Xey1) S Myys = My + M,
MaXe = H(Xeo1 + Xe + Xeg1 + Xer2) ) 2

Quelle serait la moyenne Moy1» ? Sous @ :
rjd3filters::simple_ma(12, -5) * rjd3filters::simple_ma(12,
-6).

Pourquoi une moyenne M3, 3 7
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Introduction aux moyennes mobiles Gain et déphasage

Fonction de gain, déphasage

Soit une série X, = e~ /@t

La transformée de X; par une MM sera une sinusoide d'amplitude modifiée
et présentant un déphasage :

M(X;) = p(w)e?@) X,
p(w) = Fonction de gain de la moyenne mobile

o(w) = Fonction de déphasage de la moyenne mobile

Une MM symétrique n'introduit pas de déphasage !
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Introduction aux moyennes mobiles Gain et déphasage

Exemple de gain et de déphasage

Lissage X; = sin (&) par M(X;) = w asymétrique :

Glw) = 1+ 2§os(w) M) = —w
1 Gonl/2) |
ol i
b 0gy(n/2) | | .
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Introduction aux moyennes mobiles Construction et propriétés

Construction de moyennes mobiles

Propriété évidente, la linéarité :

Xt: TCt+5t+It
MX. = M(TC;) + M(S;) + M(1)

Trois propriétés utiles pour la désaisonnalisation :

e P1: conservation de la tendance M(TC;) = TC;
e P2 : élimination de la saisonnalité M(S;) =0
e P3: réduction de I'irrégulier, V [M(/;)] minimale
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Introduction aux moyennes mobiles Construction et propriétés

P1 : Conservation des tendances

Toute MM symétrique qui conserve les constantes (resp. polyndmes de
degré 2d) conserve les droites (resp. polynémes de degré 2d+1)

La série résultante est linéaire par morceaux.
Les MM sont sensibles aux points extrémes !

Exercice : les MM suivantes conservent-elles les droites ?
1
Ml[Xt] = g(Xt—l + X + Xt+1)
1
Ma[X:] = Z(Xt—z + Xe1 + Xe + Xiq1)

1
M3[Xt] == Z(Xt_z + 2Xt_1 + 2Xt + 2Xt+1 + Xt+2)

Qu’en est-il des moyenne Moy 12 et M3y3 7
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Introduction aux moyennes mobiles Construction et propriétés

P2 : Elimination de la saisonnalité

Elimination saisonnalités constantes = élimination fonctions périodiques.
A retenir : |l suffit de choisir une MM simple d’ordre de la périodicité.

Exercice : montrer qu'une MM simple d’ordre 12 élimine les saisonnalités
stables

Qu’en est-il de la moyenne Moy 15 7
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Introduction aux moyennes mobiles Construction et propriétés

P3 : Réduction du bruit (i.e. I'irrégulier)

On ne peut éliminer la composante irréguliere mais on peut I'atténuer.

2

Une MM transforme un bruit blanc de variance ¢ en un bruit de moyenne

nulle, autocorrélé et de variance :
f
0*? = g2 g 6?
i=—p
s f 2 P .
La quantité Zi:—p 0 est le pouvoir réducteur de la moyenne mobile

Réduire le bruit © minimiser la somme des carrés des coefficients.

Quel pouvoir réducteur des moyennes Moy 12 et Msy3 ?
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Introduction aux moyennes mobiles Fin de période

Le probleme des fins de série

Une MM centrée d'ordre 2p+1 ne peut lisser les p premiers et derniers points
Solution 1 : utiliser des MM asymétriques

Les MM asymétriques de Musgrave permettent de minimiser les révisions
(associées a celles d'Henderson) sous certaines contraintes polynomiales

Solution 2 : prolonger la série par prévision et appliquer une MM symétrique

Les prévisions sont une combinaison linéaire du passé, ca reste asymétrique.
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Introduction aux moyennes mobiles Fin de période

Les moyennes mobiles dans X11

* MM centrée d'ordre la périodicité de la série (2X12, 13 termes, pour les
séries mensuelles, 2X4 pour séries trim.) : conserve des droites, supprime
une saisonnalité stable, faible pouvoir de lissage

e MM de Macurves, pour extraire la composante saisonniére : 3X3 (5
termes), 3X5 (7 termes), 3X9 et 3X15
© rjd3x1lplus: :macurves ()

e MM de Henderson (5, 7, 9, 13 ou 23 termes) : conserve des polynémes,
bon pouvoir de lissage
© MM asymétriques de Musgrave en fin de série
© rjd3filters::1p_filter()

Choix de la longueur des filtres dépend des variations de l'irrégulier par
rapport a celles de TC (Henderson) et de S (Macurves)
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Introduction aux moyennes mobiles Fin de période

|dée de la moyenne mobile de Henderson

Objectif : obtenir une estimation lisse de la tendance-cycle. Pour M une MM

1 it=20
centrée d'ordre 2p + 1, X; = S! ona:
0 sit#0

0 sit<—pout> . .
MX; = ) P P lisse si courbe des coefficients lisse

6 si—p<t<p
Les MM de Henderson sont solution du programme :

m|n Z (V30 )2 critere de "souplesse" de la courbe des coefficients

29_1 219_0 Z i?6; =0

i=—p i=—p i=—p
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Introduction aux moyennes mobiles Fin de période

Exemples des moyennes mobiles (mens)

C

Coefficients M2X12 Gain M2X12
e 1.00
0.08
0.75
0.07 €
0.06 & oso
005 025
0.04 0.00
-6 t-5 t-4 t-3 t=2 t-1 t t+1 42 43 tH4 5 46 0 /6 /3 2 2n/3 5m/6 "
Coeffici .
025 Hi3 100 Gain H13
0.20 075
015 c
§ 0.50
0.10 3
0.05 0.25
0.00
0.00
6 5 4 =3 2 -1 t 1 2 3 t+4 5 t+6 0 /6 3 /2 2n/3 516 ™
020 Coefficients M3X5 (chaque mois) Loo Gain M3X5 (chague mois)
0.75
0.15 =
@ 0.50
Y]
0.10 025
0.00
=3 =2 1 t 1 %2 3 0 /6 w3 2 2n/3 sm/6 i
Coefficients M3X5 (série) Gain M3X5 (série)
020 1.00
0.15 075
£
0.10 S 0.50
o
0.05 \ / 025
0.00 0.00
=36 t-24 =12 t t+12 t+24 436 0 /6 3 w2 2n/3 516 m
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Introduction aux moyennes mobiles Fin de période

Exemples des moyennes mobiles (trim)

0.250
0.225
0.200
0175
O 0.150
0.125

0.4

0.2

Coefficients M2X4

Gain M2X4

1.00
0.75
£
8 0.50
o
025
0.00
-2 =1 t t+1 2 0 /6 /3 /2 2n/3 5n/6 “
Coeffici h5 Gain hS
1.00
075
<
@ 0.50
(0]
025
0.00
-2 1 t t+1 2 0 n/6 /3 /2 2n/3 sn/6 i
ients M3X5 (chaque trimestre) Loo Gain M3X5 (chaque trimestre)
0.75
<
© 0.50
o
025
0.00
=3 -2 -1 t 1 42 3 0 /6 /3 /2 2n/3 516 n
C M3X5 (série) Loo Gain M3X5 (série)
075
£
@ 0.50
o
025
0.00
t-12 -8 =4 t 4 t+8 12 0 n/6 3 /2 2n/3 516 i
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Filtre symétrique de X-11 (mens)

Pour séries mensuelles, Henderson 13 et Macurve 3 x 5, 84 mois = 7 ans.

0.6

Coefficients
o
b

-84 72 1-60 a8 36 24 12 t w2 w2a 36 wag 160 w2 +84

0.8

0 /6 /3 2 2n/3 sm/6 ™
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Filtre symétrique de X-11 (trim)

Pour séries trimestrielles, Henderson 5 et Macurve 3 x 5, 84 mois = 7 ans.

0.9

o
>

Coefficients
°
@

=24 =20 =16 =12 -8 -4 t a4 8 12 416 420 424

08

0 /6 /3 /2 2n/3 sn/6 i
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Choix de la longueur de la MM

Sommaire

2. Choix de la longueur de la MM
2.1 Rappels sur le principe itératif de X11
2.2 Longueur du filtre de Henderson

2.3 Longueur du filtre de Macurves
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Principe itératif de X11 (1/2)

Une premiére estimation de la CVS :

1. Estimation de la tendance-cycle par moyenne mobile 2 x 12 (ou 2 x 4) :
TC = Mayia(X:)
2. Estimation de la composante saisonnier-irrégulier :
(S: + /t)(l) =X — TCt(l)

3. Estimation de la composante saisonniére par moyenne mobile 3 x 3 sur
chaque mois :

5§1) = Mzy3 [(St + It)(l)} et normalisation Snormgl) = St(l)—nglz (Sgl))
4. Estimation de la série corrigée des variations saisonnieres :

Xsagl) =(TCG + lt)(l) = X; — Snormgl)
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Principe itératif de X11 (2/2)

Une seconde estimation de la CVS :

1. Estimation de la tendance-cycle par moyenne de Henderson
(généralement 13 termes ou 5 pour séries trim) :

TC? = His(Xsal")
2. Estimation de la composante saisonnier-irrégulier :
(Se+ 1)@ = X, — Tc?

3. Estimation de la composante saisonniére par moyenne mobile 3 x 5
(généralement) sur chaque mois :

Sﬁz) = Msys [(St + It)(z)} et normalisation Snorm,(_?) = St(z)—nglg (552)>
4. Estimation de la série corrigée des variations saisonnieres :

Xsal® = (TC, + 1) = X, — Snorm®)

8 - Les Moyennes Mobiles et la qualité de la décomposition 21 /34




Choix de la longueur de la MM Longueur du filtre de Henderson

Choix du filtre de Henderson dépend du ratio 7/(_.' qui mesure |'importance de
I'irrégulier dans la série. C = Hy3(SA) et | = SAop C avec op = — ou /, et

-~ 1
C= 1 Z|Ct op Ci—1 — xbar| avec xbar =0 ou 1
n= t
Ho His Has
(étapes C et D uniquement)
Séries mensuelles
ratio 1/C 1 3.5
Séries trimestrielles H H7
ratio 1/C X3 5
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Ratio de saisonnalité mouvante (RSM/MSR)

Choix du filtre saisonnier basé sur le calcul du ratio 1/S, qui mesure la part
du bruit dans la composante S-1 (également calculable par mois j)

> il 5 1
MSR=="= avec [ = —— Iy iopli_1; — xbar
S 'j ”j—lzt] tj OP lt—1,j |
A B C L D | E
(3x3) L7 (3x5) L7 (3x9)
RSM global 2.5 35 5.5 6.5

Si zone B ou D, on enléve la derniére année et on recommence (au plus 5
fois, sinon M3X5)

© L'étude des MSR peut révéler des mois a saisonnalité 4 variables
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Diagnostics sur la qualité de la décomposition

Sommaire

3. Diagnostics sur la qualité de la décomposition
3.1 Les statistiques M
3.2 Sliding spans, révisions et stabilité du modele

3.3 Tests de saisonnalité
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Diagnostics sur la qualité de la décomposition Les statistiques M

Les statistiques M (1/3)

11 Statistiques, moyenne pondérée = statistique Q ou Q@ — M2

Poids  Description Si.probleme..

M1 10 Contribution de I'irrégulier a la variance totale Points atypiques
(stationnarisation par différence d'ordre 3). Si ou taille des filtres
trop élevé, difficile d’extraire la saisonnalité.

M2 11 Contribution de I'irrégulier a la variance totale Points atypiques
(stationnarisation par une droite). ou taille des filtres

M3 10 Mesuré a partir du ratio I/C. Si trop grand on Points atypiques
aura du mal a séparer les deux composantes. ou taille des filtres

M4 8 Test autocorrélation sur I'irrégulier (réduire le Filtre saisonnier
filtre saisonnier). plus court

M5 11 Mesuré a partir du MCD (nombre de mois Points atypiques

nécessaires pour que les variations absolues de la
TC I'emporte sur I).
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Diagnostics sur la qualité de la décomposition Les statistiques M

Les statistiques M (2/3)

Poids  Description Si probleme
M6 10 Vérifie si la moyenne mobile M3x5 est appropriée  Prendre filtre plus
(1.5<1/S5<6.5). long
M7 18 Permet de voir si la saisonnalité est identifiable Schéma
(compare part relative de la saisonnalité stable et multiplicatif ?
mobile).
M8 7 Mesure |'évolution de la S de court terme. Changer filtre
saisonnier
M9 7 Mesure I'évolution de la S de long terme. Changer filtre
saisonnier
M10 4 M8 sur derniéres années (N —2 a N — 5). Changer filtre
saisonnier
M11 4 M9 sur derniéres années (N —2 a N —5). Changer filtre
saisonnier
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Diagnostics sur la qualité de la décomposition Les statistiques M

Les statistiques M (3/3)

M1 et M2 : calibrées pour des séries dont le cycle contribue de 53 10 % a
la variance totale : si pas de cycle peut dépasser 1 et si contribution du cycle
> 10% alors le seuil devrait &tre plus grand que 1

M3 et M5 : si tendance plate a ignorer, important si on analyse les cycles
économiques

M4 échoue souvent (peut venir des CJO, de la collecte. . .) et indépendant
des autres statistiques

M8 et M10 : ignorer si I'on s’intéresse qu’aux estimations courantes

M9 et M11 : ignorer si I'on s’intéresse qu’aux estimations “historiques”
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Diagnostics sur la qualité de la décomposition Les statistiques M

MSR et Calendarsigma

Hypothese générale : la saisonnalité évolue au méme rythme dans tous les
mois, l'irrégulier est stationnaire. .. Pas toujours le cas :

e MSR peuvent &tre différents entre les mois @ filtres saisonniers mal
adapté aux moix plus volatils (paramétre x11.seasonalma)

e variance de l'irrégulier peut étre différente en fonction des mois (test de
cochran) @ sur-correction des points atypiques sur certains mois
(paramétre x11.calendarsigma)

@ : I'étude des S-I ratio peuvent aider

28 /34
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Diagnostics sur la qualité de la décomposition Les statistiques M

Contribution a la variance

Sous Decomposition > Quality measures > Details tables F de X-11
avec des statistiques sur les contributions des différentes composantes :

e O = série initiale

e C| = série désaisonnalisée

| = irrégulier, C = cycle (TC - tendance), S = saisonnalité

P = Préajustement

TD&H = effets de calendrier

Mod.O, Mod.Cl, Mod.l = séries corrigées des valeurs extrémes
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Diagnostics sur la qualité de la décomposition Sliding spans, révisions et stabilité du modele

Comparaison a travers différentes spécifications

Fenétre Diagnostics > Matrix permet de comparer les résultats sur
différentes spécifications :

e Créer des nouvelles spécifications

e Pour une matrice personnalisée : Tools > Option > Custom matrix
(diagnostics) > réduire la liste
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Diagnostics sur la qualité de la décomposition Sliding spans, révisions et stabilité du modele

Juger la fiabilité des estimations

Sliding spans

Objectif : juger de la fiabilité des estimations
Méthode : comparaison des estimations de la CVS-CJO sur différents
intervalles (ex : [2007 - 2015], [2008 - 2016], [2009 - 2017], [2010 - 2018])

Révision

Objectif : juger de la fiabilité des derniéres estimations
Méthode : comparaison de la premiére et de la derniére estimation de la
CVS-CJO sur les 4 dernieres années

Model stability

Objectif : juger de la fiabilité des estimations du modele Reg-ARIMA

Méthode : comparaison des estimations des coefficients du modéle
Reg-ARIMA
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Diagnostics sur la qualité de la décomposition Tests de saisonnalité

Tests de saisonnalité

Test

Description

1. Auto-correlations at
seasonal lags (QS)

2. Friedman (non
parametric)

3. Kruskall-Wallis (non
parametric)

4. Spectral peaks

5. Periodogram

6. Seasonal dummies
(F-test)

6bis. Seasonal dummies
(AMI)

Test "Ljung-Box" sur lags saisonniers

Test de saisonnalité stable entre mois (test de rang, proche
du W de Kendall)
Test ANOVA de saisonnalité stable entre mois

Test spectral (Tukey et AR(30)) sur les pics saisonniers
Test spectral (periodogramme, transformée de Fourier)

F-test sur coefficients saisonniers avec modele ARIMA
(0,1,1) + mean

F-test sur coefficients saisonniers avec modele ARIMA
automatique + mean

© Dans “Main results” : gs test effectué sur I'ensemble de la série et f-test sur 8 derniéres

années.

"“Residual seasonality” = test combiné

A Tests non effectués sur les séries finales !
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Diagnostics sur la qualité de la décomposition Tests de saisonnalité

Test combiné, source : Ladiray et Quenneville (1999)

Test de la présence d’une
saisonnalité stable au niveau de 0.1% ( F )

Fchec \I/ Succes (pré de saisonnalit€)

Test de la présence d’une
saisonnalité évolutive au niveau de 5% ( F,, )

\l/ Echec | Succes 1/

7 3F, 1
I=—:, T2=T:’ T= E(Tﬁrz) L=—- 1=

Echecsi T =1 7 Fchecsi T, 21 ouT, 21
Succes
——— Echee —] Succés

s

Echec
Test non-paramétrique de
Kruskal-Wallis au niveau de 0.1%
Echec |
[ ] Succes
Pas de coefficient Probablement pas de coefficient Facteur saisonnier
saisonnier identifiable saisonnier identifiable identifiable
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Diagnostics sur la qualité de la décomposition Tests de saisonnalité

Les essentiels

X11 est une application successive de différentes MM ayant des fonctions
spécifiques

Les 3 principales propriétés des MM : conservation des droites ou polynémes,
suppression des fonctions périodiques et pouvoir réducteur du bruit

La finalité de X11 étant d'estimer les coefficients saisonniers par une trés
longue MM

Les CVS sur la fin de série sont déphasées

Important de vérifier la qualité de la décomposition : statistiques M et
saisonnalité résiduelle. .. mais dépend de I'objectif !
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